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ABSTRACT

Local Binary Patterns (LBP) are among the most computation-
ally efficient amongst high-performance texture features. How-
ever, LBP is very sensitive to image noise and is unable to capture
macrostructure information. To best address these disadvantages,
in this paper we introduce a novel descriptor for texture classifica-
tion, the Median Robust Extended Local Binary Pattern (MRELBP).
In contrast to traditional LBP and many LBP variants, MRELBP
compares local image medians instead of raw image intensities.
We develop a multiscale LBP-type descriptor by efficiently com-
paring image medians over a novel sampling scheme, which can
capture both microstructure and macrostructure. A comprehensive
evaluation on benchmark datasets reveals MRELBP’s remarkable
performance (robust to gray scale variations, rotation changes and
noise) relative to state-of-the-art algorithms, but nevertheless at a
low computational cost, producing the best classification scores of
99.82%, 99.38% and 99.77% on three popular Outex test suites.
Furthermore, MRELBP is also shown to be highly robust to im-
age noise including Gaussian noise, Gaussian blur, Salt-and-Pepper
noise and random pixel corruption.

Index Terms— Texture classification, Feature extraction, Local
binary pattern, Local descriptors, Median filtering

1. INTRODUCTION

Texture is an important characteristic of many types of images. It
can be seen in images ranging from multispectral remotely sensed
data to microscopic images. Local Binary Patterns (LBP) [1] have
emerged as one of the most prominent texture descriptors and have
attracted significant attention in the field of computer vision and im-
age analysis due to their outstanding advantages: (1) ease of im-
plementation, (2) invariance to monotonic illumination changes, and
(3) low computational complexity. Although originally proposed for
texture analysis, the LBP method has been successfully applied to di-
verse problems including dynamic texture recognition, remote sens-
ing, fingerprint matching, image retrieval, biomedical image anal-
ysis, face image analysis, motion analysis, and environment model-
ing [2–7]. Due to this progress, the division between texture descrip-
tors and more generic image or video descriptors has been disappear-
ing. Consequently a large number of LBP variants have been devel-
oped to improve its robustness, discriminative power, and breadth of
applicability.

In terms of discriminative power, significant LBP variants in-
clude the Completed Local Binary Pattern (CLBP) [8], Extended
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Fig. 1. (a) A typical (r, p) neighborhood type used to derive a LBP
like operator: central pixel xc and its p circularly and evenly spaced
neighbors x0, · · · , xp−1 on a circle of radius r.

Local Binary Pattern (ELBP) [6], Discriminative Completed Local
Binary Pattern (disCLBP) [9], Pairwise Rotation Invariant Cooccur-
rence Local Binary Pattern (PRICoLBP) [7] and the combination
of Dominant Local Binary Pattern (DLBP) and Gabor filtering fea-
tures [10]. However, despite the increase in discriminativeness, these
LBP variants suffer in terms of robustness, as they have minimal
tolerance to image blur and noise corruption, as well as increased
computational complexity and feature dimensionality. Similar, with
respect to LBP sensitivity to image degradation caused by blurring
and random noise, significant variations include the Local Ternary
Pattern (LTP) [11], Median Binary Pattern (MBP) [12], Local Phase
Quantization (LPQ) [13], Fuzzy Local Binary Pattern (FLBP) [14],
Noise Tolerant Local Binary Pattern (NTLBP) [15], Robust Local
Binary Pattern (RLBP) [16] and Noise Resistant Local Binary Pat-
tern (NRLBP) [17]. Although more robust than traditional LBP, the
noise tolerance of these methods is still unsatisfactory, and in some
cases the methods compromise discriminative power or impose a
heavy computation burden.

We previously developed the ELBP approach [6], in which four
LBP-like descriptors — Center Intensity based LBP (ELBP CI),
Neighborhood Intensity based LBP (ELBP NI), Radial Differ-
ence based LBP (ELBP RD) and Angular Difference based LBP
(ELBP AD)1 — were proposed. It was shown that the joint probabil-
ity distribution of ELBP CI, ELBP NI and ELBP RD (collectively
referred as ELBP) produces good texture classification performance,
however with disadvantages of (i) sensitivity to image blur and noise,
(ii) failing to capture texture macrostructure, and (iii) having high
feature dimensionality. In order to overcome these shortcomings,
in this paper we propose a theoretically very simple, high-quality,
yet efficient multiresolution approach, the Median Robust Extended
Local Binary Pattern (MRELBP). The proposed MRELBP approach
possesses some attractive attributes: (1) Gray-scale invariance, (2)

1In the original work [6], ELBP CI, ELBP NI, ELBP RD and ELBP AD
are referred to as CI-LBP, NI-LBP, RD-LBP and AD-LBP respectively.
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Fig. 2. Illustration for the proposed MRELBP descriptor on radius r2 given a center pixel xc. The key differences between the ELBP [6] and
the MRELBP is that the only single pixel values are used in the ELBP, as opposed to a windowed / scaled / median approach in the MRELBP.

Rotation invariance, (3) No need for pretraining, (4) No parameter
tuning, (5) Strong Discriminativeness, (6) Strong noise robustness,
and (7) Computational efficiency.

The remainder of this paper is organized as follows. The deriva-
tion of the proposed approach operators and the classification frame-
work are described in Section 2, and experimental results are pre-
sented in Section 3.

2. MEDIAN ROBUST EXTENDED LOCAL BINARY
PATTERN

2.1. A Brief Review of LBP

The local binary pattern proposed by Ojala et al. [1] characterizes
the spatial structure of a local image patch by encoding the differ-
ences between the pixel value of the central point and those of its
neighboring points, considering only the sign information to form a
local binary pattern. The corresponding decimal value of the gener-
ated binary pattern is then used to label the given pixel. Formally, as
illustrated in Fig. 1, given a pixel xc in the image, the LBP response
is calculated by comparing its value with those of its p neighbor-
ing pixels that are evenly distributed in angle on a circle of radius r
centered at center c:

LBPr,p(xc) =

p−1∑
n=0

2n s(xr,p,n − xc), s(x) =

{
1 x ≥ 0
0 x < 0

(1)

where s() is the sign function. Relative to the origin at (0, 0) of
the central pixel, the coordinates of the neighbors are given by
(−r sin(2πn/p), r cos(2πn/p)). The gray values of neighbors
which do not fall exactly in the center of pixels are estimated by
interpolation. A texture image can then be characterized by the
probability distribution of the 2p LBP patterns. To be able to in-
clude textural information at different scales, the LBP operator was
later extended to use different radii [1], with values of (r, p) often
selected as (1, 8), (2, 16), (3, 24).

Ojala et al. [1] observed that certain LBP patterns represent the
fundamental texture microstructures, and named these patterns uni-
form patterns. Precisely, an LBP pattern is called uniform if it has a
U value of at most two:

U(LBPr,p) =

p−1∑
n=0

|s(xr,p,n − xc)− s(xr,p,mod(n+1,p) − xc)|, (2)

where the U(LBPr,p) represents the bitwise transitions from 0 to 1
or vice versa. Therefore the uniform descriptor, denoted as LBPu2

r,p,
has p(p− 1) + 3 categories consisting of p(p− 1) + 2 distinct uni-
form patterns and one nonuniform group containing all nonuniform
patterns.

In order to gain rotation invariance and to obtain low feature
dimensionality, Ojala et al. [1] proposed to further group the uniform
patterns into p+ 1 different rotation-invariant categories, leading to
the rotation invariant uniform descriptor LBPriu2

r,p with a much lower
dimensionality of p+ 2:

LBPriu2
r,p =

{ ∑p−1
n=0 s(xr,p,n − xc), if U(LBPr,p) ≤ 2

p+ 1, otherwise
(3)

2.2. Proposed MRELBP Descriptor

One problem with ELBP [6] is that it is very vulnerable to image
noise, therefore the first strategy is to replace individual pixel inten-
sities at a point with the representative over a region. Noticeable par-
allel methods along these lines include BRIEF [21], BRISK [19] and
FREAK [20], where a binary descriptor vector is obtained by com-
paring the intensities of a number of pairs of pixels after applying
a Gaussian smoothing or averaging smoothing to reduce the noise
sensitivity. However, BRIEF, BRISK and FREAK are designed for
image matching. Furthermore, a single pixel with a very unrepre-
sentative or corrupted noise, can significantly affect the Gaussian
smoothed value or average value of all the pixels in its neighbor-
hood, resulting in an unreliability of the binary code. Therefore, we
propose Median Robust Extended Local Binary Pattern (MRELBP)
where we replace the raw pixel values with the median derived from
local patches.

The ELBP descriptor [6] is now modified so that individual
pixel intensities at the sampled points are replaced by median val-
ues, as highlighted in Fig. 2, where ϕ(Xr,p,wr,n) is the median of
all the pixels in the local patch Xr,p,wr,n centered on xr,p,n. To
make comparison as objective and clear as possible, all other pre-
processing and postprocessing steps are maintained consistent with
ELBP: Images normalized to zero mean and unit variance, standard
encoding scheme (riu2) is used, joint histograms of MRELBP CI,
MRELBP NIriu2r,p and MRELBP NIriu2r,p are used to represent a
textured image. This new descriptor is referred to as MRELBPriu2

r,p .
Formally, the proposed new MRELBP CI, MRELBP NI and

MRELBP RD descriptors are defined as follows, as illustrated in
Fig. 2:
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Fig. 3. Overview of the proposed multiscale MRELBP descriptor. Each solid circle represents a region which is represented by a local median. While this pattern resembles
DAISY [18], BRISK [19] and FREAK [20], it is important to note that its use in the proposed MRELBP is entirely different, as DAISY [18] was built specifically for dense matching,
and BRISK [19] and FREAK [20] were designed for image matching. Furthermore, DAISY, BRISK and FREAK applied Gaussian smoothing or mean smoothing.

1. MRELBP CI

MRELBP CI(xc) = s
(
ϕ(Xc,w)− µw

)
(4)

where Xc,w denotes the local patch of size w×w centered at
the center pixel xc under consideration, the function ϕ(X) is
the median value over X and µw is the mean of ϕ(Xc,w) over
the whole image.

2. MRELBP NI

MRELBP NIr,p(xc)

=
∑p−1

n=0 s
(
ϕ(Xr,p,wr,n)− µr,p,wr

)
2n

µr,p,wr = 1
p

∑p−1
n=0 ϕ(Xr,p,wr,n)

where Xr,p,wr,n denotes the patch of size wr × wr centered
at the neighboring pixel xr,p,n.

3. MRELBP RD

MRELBP RDr,r−1,p,wr,wr−1

=
∑p−1

n=0 s
(
ϕ(Xr,p,wr,n)− ϕ(Xr−1,p,wr−1,n)

)
2n

where Xr,p,wr,n denotes the patches centered at the neighbor-
ing pixels xr,p,n, which are the circularly and evenly spaced
neighbors of the center pixel xc on radius r.

2.3. MultiScale Analysis and Classification

Like most LBP variants, by altering r and p, we can realize oper-
ators for any quantization of the angular space and for any spatial
resolution. A multiresolution analysis can be accomplished by con-
catenating binary histograms from multiple resolutions into a single
histogram, clearly requiring that the histogram feature produced at
each resolution be of low dimension.

The feature dimensionality of the proposed MRELBPriu2
r,p is

2(p+2)(p+2). If we follow most LBP variants by adopting (r, p) as
(2,8)(4,16)(6,24)(8,24), a four-scale MRELBPriu2

r,p descriptor results
with a feature dimensionality of 3552. In order to reduce the number
of bins we keep the number of sampling neighbors p at each scale
at a constant eight, in which case MRELBPriu2

r,8 has 200 bins. Fur-
thermore, following BRISK [19] and FREAK [20], in order to avoid
aliasing effects when sampling the image, the patch size wr×wr as-
sociated with the median operator is set to be proportional to radius
r instead of being fixed, leading to the multiscale sampling scheme

illustrated in Fig. 3. While this pattern resembles the DAISY [18],
BRISK [19] and FREAK [20], it is important to note that its use in
MRELBP is entirely different, as they all applied Gaussian smooth-
ing and DAISY [18] was built specifically for dense matching, and
BRISK [19] and FREAK [20] were designed for image matching.

In terms of the overall famework of the proposed approach, the
actual classification is performed via the simple Nearest Neighbor
Classifier (NNC), applied to the normalized MRELBP histogram
feature vectors, using the χ2 distance metric as in [8, 22, 23].

3. EXPERIMENTAL EVALUATION

3.1. Image Data and Experimental Setup

By selecting 24 different homogeneous texture classes from the Ou-
tex database [27], Ojala et al. [1] created three test suites, named
Outex TC10, Outex TC12 000 and Outex TC12 001, which have
been widely used as benchmark datasets for the evaluation of rota-
tion and illumination invariant texture classification approaches. The
major difference between these three test suites is in the type of vari-
ations and level of difficulty. Outex TC10 contains testing images
that are different from training images only with respect to changes
in degree of rotation while Outex TC12 000 and Outex TC12 001
contain testing images that are different from training images with
respect to both illumination conditions and degrees of rotation.

In order to measure the noise tolerance of our approach, we have
used a challenging experimental setup by taking texture images with-
out noise as training set and utilizing the training data added with
noise of different levels as testing. We have considered four differ-
ent types of noise: additive Gaussian noise, Gaussian blur, random
Salt-and-Pepper noise and random pixel corruption2, leading to a
number of test suites, all having the same training images.

The testing images in Outex TC11n3 have additive Gaussian
noise with standard deviation σ = 5. For Outex TC11b, the testing
images were artificially blurred using a Gaussian PSF with standard
deviations σ of {0.5, 0.75, 1, 1.25}, which mimics the blur caused,
for example, by atmospheric turbulence. For Outex TC11s, the test-
ing images were corrupted with random Salt-and-Pepper noise with

2This is the same noise type tested in [28]
3Outex TC11n can be download at “http://lagis-vi.univ-

lille1.fr/datasets/outex.html”



Table 1. Classification scores (%) on noisy test suites Outex TC11n, Outex TC11b, Outex TC11s and Outex TC11c, comparing the proposed approach with eleven state of the
art LBP variants. Observe the major improvement right across the board, for all types and levels of noise.

Robust to Gaussian Noise Gaussian Blur Salt-and-Pepper Noise Robustness Robustness to Random Corrupted Pixels

Datasets Outex TC11n Outex TC11b Outex TC11s Outex TC11c

Method σ = 5 σ = 0.5 σ = 0.75 σ = 1 σ = 1.25 ρ =5% ρ =10% ρ =15% ρ =20% ρ =30% ρ =40% ρ =50% υ = 5% υ = 10% υ = 20% υ = 30% υ = 40%

MRELBPriu2
r,p 91.5 100.0 100.0 93.8 75.4 100.0 100.0 100.0 100.0 100.0 85.8 50.2 100.0 100.0 100.0 99.6 90.6

LBPriu2
r,p [1] 12.7 89.0 45.4 22.5 12.1 38.5 4.4 4.2 4.2 4.2 4.2 4.2 53.1 9.8 4.2 4.2 4.2

ELBPriu2
r,p [6] 12.3 100.0 72.7 40.8 17.7 31.9 10.4 6.7 4.2 4.2 4.2 4.2 66.7 30.8 12.3 6.0 4.2

CLBPriu2
r,p [8] 13.5 99.8 81.7 52.9 24.0 10.6 7.7 7.9 8.3 4.2 4.2 4.2 72.7 29.2 4.2 4.2 4.2

MBPriu2
r,p [12] 11.7 67.9 18.8 12.7 8.3 29.6 11.7 8.3 6.9 4.2 4.2 4.2 39.8 17.1 8.3 4.8 4.2

NTLBPnew
r,p [15] 15.6 82.1 39.0 26.0 17.3 53.3 27.5 13.5 11.3 5.4 4.2 4.2 64.4 36.0 8.3 8.3 8.3

PRICoLBPg [7] 15.4 98.1 50.0 26.5 14.4 9.6 8.1 5.2 4.2 4.2 4.2 4.2 31.7 10.0 4.2 4.2 4.2

LTPriu2
r,p [11] 8.5 88.3 37.7 17.7 8.8 10.2 4.2 4.2 6.5 8.3 4.2 4.2 49.0 17.5 8.1 4.2 4.2

NRLBPriu2
r,p [17] 11.7 85.4 29.4 14.2 9.4 5.8 5.8 4.2 4.2 5.2 5.6 4.2 50.8 29.0 16.7 11.7 4.2

MSJLBP [24] 17.7 96.0 46.0 26.0 11.9 14.2 10.2 8.3 8.3 4.4 4.2 4.2 32.3 16.7 7.5 4.2 4.2

dis(S+M)rir,p [25] 15.8 97.1 62.3 35.6 19.6 18.5 4.4 5.8 8.3 4.2 4.2 4.2 45.0 18.5 4.2 4.2 4.2

COV-LBPD [26] 23.5 99.2 86.9 65.6 46.0 27.1 13.8 8.3 7.7 4.2 4.2 4.2 26.9 17.7 8.5 4.6 4.2

Table 2. Comparing the classification scores (%) achieved by the proposed approach
with those achieved by recent state-of-the-art texture classification methods on the three
Outex test suites. Scores are as originally reported, except those marked (⋄) which
are taken from the work by Guo et al. [8] and those marked (⋆) which are obtained
according our own implementation. For CLBP, LBPD and PRICoLBPg , we used the
code provided by the authors.

Method TC10
TC12

Mean Reference Feature
tl84 horizon Dimension

MRELBPriu2
r,p 99.82 99.38 99.77 99.65 This Paper 800

LBPriu2
r,p · VARr,p [1] 97.7 87.3 86.4 90.47 TPAMI 2002 864

VZ-MR8 [29] 93.59(⋄) 92.55(⋄) 92.82(⋄) 92.99(⋄) IJCV 2005 960

MBPriu2
r,p [12] 89.92 95.18 95.55 96.62 ICIAR 2007 108

FLBPriu2
r,p [14] 97.53(⋆) 90.32(⋆) 86.87(⋆) 91.57(⋆) ICIAR 2008 60

VZ-Patch [30] 92.00(⋄) 91.41(⋄) 92.06(⋄) 91.82(⋄) TPAMI 2009 960

CLBPriu2
r,p [8] 99.14 95.18 95.55 96.62 TIP 2010 2200

LTPriu2
r,p [11] 98.54(⋆) 92.59(⋆) 89.17(⋆) 93.43(⋆) TIP 2010 108

LBPVu2
r,pGMP/2−1

PD2 [22] 97.63 95.06 93.88 95.52 PR 2010 2211

CLBC [9] 98.96 95.37 94.72 96.35 TIP 2012 1990

dis(S+M)rir,p [25] 98.93(⋆) 97.0 96.5 97.48 PR 2012 2668

NTLBPnew
r,p [15] 99.24 96.18 94.28 96.57 PRL 2012 108

NRLBPriu2
r,p [17] 93.44 86.13 87.38 88.98 TIP 2013 30

MSJLBP [24] 96.67(⋆) 95.21(⋆) 95.74(⋆) 95.87(⋆) BMVC 2013 3540

PRICoLBPg [7] 94.48(⋆) 92.57(⋆) 92.50(⋆) 93.18(⋆) TPAMI 2014 3540

COV-LBPD [26] 98.78(⋆) 95.72(⋆) 97.62(⋆) 97.37(⋆) TIP 2014 289

densities ρ in {5%, 10%, 15%, 20%, 30%, 40%, 50%}. For Ou-
tex TC11c, we corrupted certain percentage of randomly chosen pix-
els from each of the images, replacing their values with indepen-
dent and identically distributed samples from a uniform distribution
4. The corrupted pixels are randomly chosen for each test image, and
the locations are unknown to the algorithm. We vary the percentage
of corrupted pixels υ as {5%, 10%, 20%, 30%, 40%}.

The main parameters involved in the proposed descriptor are the
sampling radii r, the size wc × wc of the center patch, and the sizes
wr ×wr of the neighboring patches. Extensive experiments regard-
ing these parameter choices have been conducted, however the re-
sults are not shown due to space limitation. We find that choosing
(r, p) as (2,8)+(4,8)+(6,8)+(8,8), wc = 3 and wr = r + 1 (shown
in Fig. 3) give very good results, in general, and therefore will be
our choice. For the state-of-the-art methods used in our comparison,
we have used the recommended approaches and parameter settings
in the respective papers.

3.2. Results

Table 2 compares the classification performance of the proposed
MRELBPriu2

r,p descriptor with those of fifteen recent state of the

4Uniform over [0, ymax], where ymax is the largest possible pixel value.

art LBP variants on the three Outex benchmark test suites. We
can observe that our MRELBP approach performs significantly and
consistently better than all 15 methods. The striking performance
of MRELBPriu2

r,p clearly demonstrates that the concatenated joint
distributions of the proposed MRELBP CIriu2r,p , MRELBP NIriu2r,p

and MRELBP RDriu2
r,p codes and the novel sampling scheme turns

out to be a very powerful representation of image texture, demon-
strating that the proposed approach can make effective use of both
microstructure and macrostructures. To the best of our knowl-
edge, the classification scores of 99.82%, 99.38% and 99.77% for
our proposed approach are the best reported for Outex TC10, Ou-
tex TC12 000 and Outex TC12 001. Keeping in mind the variations
in gray scale and rotation present in the three test suites, the results
in Table 2 firmly demonstrate the illumination and rotation invari-
ance claimed of the MRELBPriu2

r,p approach. Table 2 also compares
the feature dimensionality of the methods, where we can observe the
modest feature dimensionality of the proposed approach, leading to
savings in computational time and memory storage.

Finally, Table 1 gives the classification results for four differ-
ent types of noise, to test the applicability of the texture feature to
real-world applications. The table quite strikingly shows the strong
noise robustness offered by the MRELBPriu2

r,p descriptor. There are
difficult noise levels where the proposed approach still offers strong
performance, but where not a single state-of-the-art method delivers
acceptable results.

4. CONCLUSIONS

We have presented a novel MRELBP descriptor which outperforms
all tested state-of-the-art LBP-type descriptors in noise free situa-
tions and demonstrates striking robustness to image noise includ-
ing Gaussian white noise, Gaussian blur, Salt-and-Pepper and pixel
random corruption. The proposed MRELBP has nice properties of
computational simplicity, gray scale and rotation invariance, no need
for a pretraining and no tuning of parameters. Future work includes
examining higher level applications such as object recognition.
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